


DEFINITIONS:
The probability is the quantification of uncertainty.

A random experiment is an activity or process whose outcome cannot be predicted ahead of time.

Associated with every random experiment is the set of all of its possible outcomes, called the sample space. We will denote S to be the sample space and N to be the size of it.

Example 1:
A Coin Toss
      Our random experiment is to toss a quarter. It is clear that:



S = {H, T}, where H stand for heads and T for tails



N = 2.

Example 2:
A Double Coin Toss
a) Twice a coin twice:



S = {HH, HT, TH, TT}



N = 4.


b) Toss two coins at the same time:



S = {HH, HT, TH, TT}



N = 4.

Example 3:
Rolling a Die


S = {①, ②, ③, ④, ⑤, ⑥}



N = 6.

Example 4:
Rolling a Pair of Dice

a) Just rolling a pair of dice:

S = {①①, ①②, … , ⑥⑥}



N = 36.


b) Roll a pair of dice and add the points on the two dice:



S = {2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12}



N = 11.


The multiplication rule
When something takes place in several stages, to find the total number of ways it can occur, multiply the number of ways each individual stage can occur.

Example 5:

Multiple Coin Toss
Toss a coin 6 times:

S is too big to write it down; for example, HHTHTH is a single outcome in our sample space.

N = ?.

To count all the outcomes, we will argue as follows:

       i) the number of possibilities for the first letter is 2 (H or T)

      ii) the number of possibilities for the second letter is 2

    and so on until

   viii) the number of possibilities for the last letter is 2.

So, the total numbers of outcome is given by multiplying all of these numbers:


N = 2 · 2 · 2 · 2 · 2 · 2 · 2 · 2 = 26 = 64. (2 options, 6 stages)

Example 5:

Buying Ice Cream
Ice cream cone options:

5 flavors, 2 scoops => 5 options, 2 stages => N = 52.

32 flavors, 2 scoops => N = ?


Computing the Probability

The Probability of an outcome:

Number of ways that outcome can occur

Number of total possible outcomes

OBS: The sum of the probabilities of all possible outcomes ALWAYS equals 1.

Example 6:
Coins:

Probability of heads in tossing 1 coin:

1 head, 2 possible outcomes (H, T) = ½

Probability of 2 heads in tossing 2 coins:

2 heads, 4 possible outcomes (HH, TH, HT, TT)= 2/4 = ½.

Dice:

Probability of throwing a 4 on one die:

1 - 4, 6 possible outcomes (1, 2, 3, 4, 5, 6) = 1/6

Read Subchapter 5.3 from the textbook!!!
PROBABILITY SPACES

Probability Space = the combination of the full description of the sample space and the assignment of specific probabilities to the outcomes.

Elements of a Probability Space:

1.  A finite sample space S = {o1, o2, …, oN}. (the o’s are the individual outcomes.

2.  A probability assignment for S. To each individual outcome (oi), we assign a number Pr(oi).  Note 0(Pr(oi)(1 and (Pr(oi)=1.

3.  Events.  Any subset of S is an event.



Impossible event {} = can’t happen.  Pr({})=0


Certain event S itself = will always happen.  Pr(S)=1

4.  Probabilities of events.  The probability of an event is obtained by adding the probabilities of the individual outcomes that make up the event.

Example (Exerc. 38, pg 535):

Eight players are in a tournament.

P1 has a 25% chance of winning

P2 has a 15% chance of winning

P3 has a 5% chance of winning

P4 - P8 have equal chances of winning (each has an 11% chance of winning)

S = {P1, P2, P3, P4, P5, P6, P7, P8}

Pr(P1) = .25

Pr(P2) = .15

Pr(P3) = .05

Pr(P4) = .11

Pr(P5) = .11

Pr(P6) = .11

Pr(P7) = .11

Pr(P8) = .11



 1.00

What is the probability that either player 2 or 4 will win? 

 
.15 + .11 = .26

What is the probability that player 2 does not win?


1 - .25 = .75

EQUALLY LIKELY OUTCOMES

Size of Sample Space = N

Pr (individual outcome) = 1/N

If E is an event, then Pr(E) = (# of outcomes)/N

Example:

One die
Pr(4) = 1/6 

Pr(4 or greater) = Pr(4 or 5 or 6)





= 3/6 = ½

Example:

Cards (N = 52)

Pr(spade) = 13/52 = 1/4

Pr(ace) = 4/52 = 1/13

Pr(face card) = ?




= (3 in each suit, 4 suits)/52




= 12/52 = 3/13

Solving Equally Likely Probability Problems


Brute Force Approach - Write down the sample space, write down the event (subset) and count each.  (size event)/(size of sample space)


Roundabout Approach - Calculate the probability that the opposite will happen (i.e. probability that you will lose), and then subtract.


Use Independent Events -

Independent Event = the outcome of one event does not affect the outcome of the other.

Multiplication Principle for independent events = if F and G are independent events, then the probability of both F and G is 

Pr(F) x Pr(G).

Example:
    3 coins, probability all tosses are heads

½ x ½ x ½ = 1/8

Example:
    Cards - probability of 2 then 3

1/13 x 1/13 = 1/269

Odds


Odds in favor of an event are given by the ratio of the number of ways the event can occur to the number of ways the event cannot occur.

Example:
    Odds of rolling 2-1s on 2 dice?

1 way it can occur, 35 ways it can’t

Odds are 1/35, 1 to 35.


Odds against an event are the reciprocal of the odds in favor.  (if m to n (m/n) are the odds in favor, then n to m (n/m) are the odds against.)

Example:
    Odds against rolling 2-1s on 2 dice?

35 to 1.


Note:   If the odds in favor of an event E are m to n, then Pr(E) is m/(m+n).

Example:   Pr(2-1s) = 1/(35+1) = 1/36

Example:   Odds

Pr(E) = 4/7

Odds in favor are 4 to 3

Odds against are 3 to 4

Odds of rolling a 7 when rolling 2 fair dice:

Ways the event can occur:

6,1

5,2

4,3

1,6

2,5

3,4

Ways it cannot occur:  36 - 6 = 30

Odds in favor are 6 to 30 (6/30 = 1/5, so 1 to 5)

Odds against are 5 to 1.

If the odds against E are 12 to 5…

Odds in favor?


5 to 12

Pr(E) = 5/17.
