


DEFINITIONS:
Data = information in numerical form.

Statistics = the science of dealing with data (gathering, organizing, interpreting and understanding data).

Population = a group or collection of individuals or objects.  N=size of the population.

Survey and sample: An economical alternative to collect data from each and every member of a population is to collect data from a selected group and then to use the data to draw conclusions and make statistical inferences about the entire population. Statisticians call this approach a survey, and the subgroup of the population from which the data is collected is called a sample.

When a choice of a sample has a built-in tendency (whether intentional or not) to exclude a particular group or characteristic within the population, we say that a survey suffers from selection bias. It is obvious that selection bias must be avoided…

Response rate = the proportion of the respondents to the total number of people.


A survey suffers from nonresponse bias if the response rate is low.


Note:   Even with the most carefully laid plans, human intervention in choosing the sample can result in selection bias.


DEFINITIONS:
Statistic: We will use this term to describe any kind of numerical information drawn from a sample.

Parameter: A statistic is always an estimate for some unknown measure, called a parameter, of the population.

If we use a sample, then we can get only an estimate for the parameter, and this estimate is called a statistic.

Sampling error: We will use this term to describe the difference between a parameter and a statistic used to estimate that parameter. A sampling error can be attributed to two factors: chance error and sampling bias.

· Chance error is the result of the basic fact that a statistic cannot give exact information about the population, because it is, by definition, based on partial information (the sample). In surveys, chance error is the result of sampling variability: the fact that two different samples are likely to give two different statistics, even when the samples are chosen using the same sampling method. While sampling variability, and thus chance error, are unavoidable, with careful selection of the sample and the right choice of sample size they can be kept to a minimum.

· Sample bias is the result of having a poorly chosen sample. Even with the best intentions, getting a sample that is representative of the entire population can be very difficult and can be affected by many subtle factors. Sample bias is the result. As opposed to chance error, sample bias can be eliminated by using proper methods of sample selection.


DEFINITIONS:
So far, we have focused our attention on the issue of sample selection. Once we addressed that point in our examples, we pretty much assumed that the data itself was available to the observer in a direct and objective manner. If the election were held today, would you vote for candidate X or candidate Y? How many catfish have tags? How many teenagers live in this household?
A very different and important type of data collection involves questions for which there is no clear, immediate answer. Does smoking increase your chances of lung disease? Will taking aspirin reduce your chances of having a heart attack? Does listening to classical music while taking a test improve your test score? These kinds of questions have two things in common: (1) they involve a cause and an effect, and (2) the answers require observation over an extended period of time.

The standard approach for answering questions of this sort is to set up a study.

Any study in which a cause-and-effect relationship is established by comparing the results in a treatment group with the results in a control group is called a controlled study.

